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Abstract Twitter, a microblogging service, has become a
popular platform for people to express their views and opin-
ions on different issues. Sentiment analysis of tweets can
help in understanding public opinion on different govern-
ment decisions. This paper used Twitter data to extract sen-
timents of people during the Phase 1 and Phase 2 of the odd-
even policy implemented by the Delhi government to curb
the air pollution and improve traffic flow. In this study, we
used four different lexicon based approaches: Bing, Afinn,
National Research Council (NRC) emotion lexicon, and Deep
Recursive Neural Network based Natural Language Process-
ing software (CoreNLP) to extract sentiments from tweets
and thereby assess overall public opinions. The daily trend
obtained for each phase was normalized with the number of
tweets and then compared using Granger causality test. The
causality test results showed that the trends obtained during
the two phases were significantly different from each other.
In particular, public sentiments were found to mostly turn
negative during the later stage of the Phase 2 which indi-
cates fading away of the public enthusiasm and positiveness
towards the policy during the later stages of the policy im-
plementation.
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1 Introduction

Delhi and its National Capital Region, with a population of
16.2 million constitutes 1.35% of India’s urban population
[1]. A combination of 200 km of metro rail, buses, and dif-
ferent para transit options (auto rickshaws) serve the public
transportation of Delhi. Although the share of cars in com-
munity trips in Delhi is relatively low compared to other ma-
jor cities of the world, recent studies have ranked Delhi as
the “worst” polluted city in terms of environment perfor-
mance index [2]. To tackle the high pollution level, the Gov-
ernment of the National Capital Territory of Delhi, India,
implemented the odd-even policy, where only odd numbered
cars were allowed to operate on odd numbered dates and
cars with even number plates on even dates between 08:00-
20:00 hours. This policy was implemented in two phases.
Phase 1 was implemented in winter season, between Jan-
uary 1 and January 15, 2016 and the Phase 2 during sum-
mer from April 15 to April 30, 2016. Twenty different cat-
egories were exempted from this rule which included mo-
torized two-wheelers, electric and hybrid cars, cars driven
by women, cars of very/very important persons such as par-
liamentarians, emergency vehicles such as ambulance, fire
brigade, etc.

Similar such odd-even policy has been implemented in
the past in other parts of the world too. This includes Buenos
Aires (Argentina), Bogota (Columbia), Mexico City (Mex-
ico), Manila (Philippines), Lagos (Nigeria), and Beijing (China)
during the Olympic Games [3]. However, past studies sug-
gest that although such driving restriction policies may re-
duce pollution and congestion in short run, but in long run
people learn to cope with the restrictions by shifting to two-
wheelers, buying second older cars, etc. [4]. Hence, recent
studies have been done to find out the efficacy of the policy
implementation in Delhi.
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Tiwari et al. [5] and Garg et al. [6] conducted separate
studies to find out the impact of the Phase 1 of the odd-even
policy on the atmospheric pollution level. Both the studies
found that the policy didn’t had any significant impact on
reducing pollution level. Zanouda et al. [7] also performed
a study to understand public opinion on the odd-even pol-
icy based on the political and spatio-temporal factors. Their
study used Twitter data of before, during, and after-period
of Phase 1. The study showed that public perception of the
experiment outcome was strongly influenced by their polit-
ical affiliation for the people residing outside Delhi and In-
dia. However, these studies didn’t cover the Phase 2 of the
policy implementation and hence couldn’t compare if simi-
lar observations prevailed during the 2nd phase. Other stud-
ies have looked into both phases of the policy implemen-
tation and compared the similarities/dissimilarities between
the two phases.

Chelani [8] analyzed the concentration of fine particulate
matter, PM2.5 (particulate matter 2.5 mm or less in diameter)
during the odd-even policy dates. Similarity and causality
analysis were performed to find out the local and regional
influence. The study found that PM2.5 was higher during
Phase 1, which was in winter compared to Phase 2 which
was in summer. However, it’s worth mentioning that the at-
mospheric conditions during winter do not allow dispersion
of pollutants compared to other seasons which might result
in higher pollutant concentration during Phase 1. Kumar et
al. [9] also conducted similar study to find out the influence
of the policy on fine and coarse particles. Their study sug-
gested that even though certain hours of the trial days gen-
erated cleaner air, but the overnight emissions from heavy
goods vehicles made them overall ineffective. PM2.5 and
PM10 (particulate matter 10 mm or less in diameter) con-
centration were found to increase during Phase 1 compared
to the previous year (2015) emissions while the concentra-
tions decreased for Phase 2 compared to the previous year.
However, it was also observed that wind speed and ambient
temperature could be possible explanations for such obser-
vations rather than odd-even policy implementation. Mohan
et al. [10] evaluated car, two-wheeler, bus, and auto rickshaw
flow rates and also car occupancy rates during the traffic re-
striction experiment period. Their study found that the car
flow rates decreased by 20% while other modes of vehicles
increased during the analyses period. Although, no signifi-
cant difference in proportion of car users were observed be-
tween Phase 1 and Phase 2, but car-occupancy rates were
found to decrease in Phase 2 suggesting that less people
opted for car-sharing in Phase 2. However, they also state
that these differences might be due to small sample errors
and not due to the policy. Thus, it can be seen that signifi-
cant amount of research has been performed to evaluate the
effects of the odd-even policy on the environmental and traf-
fic aspect. Studies have been also performed to evaluate their

differences in the effects between the two phases. However
external factors (different atmospheric conditions during the
two phases) or low sample sizes (for car occupancy rates)
didn’t allowed them to find out the exact differences be-
tween the impacts of the two phases. The main objective
of this study is to understand the public opinion towards the
policy and its change over the two phases of the implemen-
tation. Social media platforms (e.g. Twitter and Facebook)
can be used to extract such information and mine them to
get useful information.

Social media has gradually evolved to be a popular plat-
form for people to express their opinions on current trend-
ing topics. Twitter is such a platform where users can post
brief text updates (maximum 140 characters) or multime-
dia such as images or audio clips. Researchers are using the
tweets to find out general public perceptions on a variety
of topics [11]. These sources have been used for monitor-
ing political sentiments, predicting election results [12], de-
tecting tension in online communities [13], understanding
sentiments on new product launch [14], etc. Besides these,
Twitter has also been used for tracking complex real-time
events like natural disasters [15] [16], road hazards detec-
tion [17], and disease propagation [18]. Collins et al. [19]
used Twitter data for monitoring sentiments of the riders of
the Chicago Transit Authority public transit system. Luong
et al. [20] also conducted a similar study to find out public
opinion of the light rail service in Los Angeles. Sasaki et al.
[21] performed a feasibility study using Twitter as a sensor
for detecting transportation information. Recently, Sharma
et al. [22] used Deep Belief Network (DBN) to classify the
sentiments of tweets posted by users during the odd-even
policy in Delhi. They used six different models based on the
DBN classifier to find out the performance of the proposed
methods. This paper on the other hand used four different
lexicon-based approaches to perform the sentiment analysis
of the tweets collected during the Phase 1 and Phase 2 of the
odd-even policy implementation. The accuracy of the meth-
ods were evaluated based on 500 randomly sampled tweets
from the given dataset. Then, the overall daily trends of the
sentiments during the two phases obtained from the differ-
ent methods were compared based on Granger causality test
to check the similarity/dissimilarity between the two phases.
The next section provides the details of the data used in this
study. Section 3 gives the details of the methodology used
in this study followed by the results in Section 4. The final
section provides the conclusion along with the limitations of
the study and the scope of future work.

2 Data Description

The twitter data for the Phase 1 of the policy implementa-
tion were bought using the Full Archive Search API (ap-
plication program interface) provided by GNIP [23]. For
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the Phase 2 of the policy implementation, Twitter Stream-
ing API [24] was used for collecting tweets in real-time
related to the odd-even policy. The popular hashtags (e.g.,
#OddEven, #oddevenplan, #OddEvenRule, #odd- evenfor-
mula, #OddEvenPolicy, #oddevendobara) were used for ex-
tracting the relevant tweets for the two phases of the pol-
icy implementation. Relevant tweets were downloaded from
9 days before the policy implementation to the entire 15
days of the policy implementation. However, the number of
tweets were found to be significantly lower (less than 100)
during the last 4 days of the Phase 2. This may be proba-
bly due to technical issues in the downloading process or
maybe due to sampling used by Twitter Streaming API. So,
the last 4 days of both the phases were removed from the
analysis. A total of 650,000 tweets were obtained during the
Phase 1 from 23rd December, 2015 to 11th January, 2016
while 180,000 tweets were obtained during the Phase 2 from
6th April, 2016 to 25th April, 2016. Using the Full Archive
Search API (Enterprise version) for downloading the tweets
during the Phase 1 of the policy resulted in larger number of
tweets compared to the tweets of the Phase 2 obtained using
the free Twitter Streaming API. Figure 1 shows the number
of tweets collected during each day of the analysis period.
It can be seen that the volume of tweets increased during
the initial period of the policy implementation (around 1st

January and 15th April) for both the phases. Retweets were
also included in the data source with the assumption that if a
user retweets, it indicates that the user is also having a simi-
lar opinion or sentiment.

2.1 Pre-processing

The twitter data often contains noise such as RT for retweets,
external website links or URLs, @usernames, etc. which
needs to be removed before the sentiment analysis task. Our
preprocessing step involved the standard preprocessing steps
used in previous literature [25], [26] which includes removal
of (a) URLs, (b) hashtags, (c) stop words such as ‘a’, ‘an’,
‘the’, etc., (d) usernames, (e) unnecessary spaces, (f) punc-
tuation marks, (g) numbers, and (h) special characters such
as emotions or non-English alphabets such as Hindi, etc. Fi-
nally, the stemming process is applied to convert all inflected
words to its root form called stem. For example, automatic,
automation, and automate are converted to its stem form au-
tomate. Snowball stemmer [27], the popular stemming pack-
age is used for this purpose.

3 Methodology

Sentiment analysis of tweets involves determination of the
polarity of the tweets, whether it is expressing positive, neg-
ative or neutral sentiment towards the topic/subject. Hence

sentiment classification can be also termed as polarity deter-
mination. Four different classes of twitter sentiment analysis
approaches have been identified in the literature [21]

– Machine learning
– Lexicon based
– Hybrid (Machine learning & Lexicon based)
– Graph based

A majority of machine-learning methods involves build-
ing a classifier from machine-learning domain trained on
different features to detect sentiment of tweets. The common
classifiers used are Support Vector Machines, Naı̈ve Bayes,
Logistic Regression, Random Forest, and Conditional Ran-
dom Field. Details of such application can be found in [26],
[28]. Lexicon based methods, on other hand, use a pre- de-
termined list of positive and negative terms to determine the
polarity of the tweets. Hybrid approach methods combine
lexicon-based and machine-learning methods while graph-
based methods use social network properties to achieve bet-
ter performance [29], [30]. This study used four different
lexicon-based methods to determine overall public opinion
on the odd-even policy implemented by the Delhi govern-
ment. Details of the methods used in this study are discussed
next.

Different lexicon-based methods exist which utilize dif-
ferent sets of pre-determined list of opinion words to de-
termine the overall polarity of the tweet or text. In this pa-
per, we used four such lexicon-based methods namely (a)
Afinn (b) NRC (c) Bing and (d) Stanford CoreNLP to deter-
mine the sentiments of the extracted tweets. The Afinn lex-
icon [31] includes 2,477 English words with positive words
scored from 1 to 5 and negative words from -1 to -5. The
word list is focused on language commonly used in microblog-
ging platforms like Twitter and hence contains acronyms,
web jargons and slang words too. The NRC lexicon [32] is
also a similar word-emotion association lexicon containing
more than 14,000 distinct words created by using the crowd-
sourcing Amazon Mechanical Turk. The Bing [33] lexicon
is also a similar lexicon dictionary containing around 6800
positive and negative English opinion words. All these words
assign points for each positive and negative word in a tweet
and then sum up these points to find out the overall sentiment
of the tweet. The Stanford CoreNLP method [34], on other
hand, not only uses the positive and negative words, but also
utilizes the order of the words to build the overall polarity of
the sentiment. The model is based on Recursive Deep Neu-
ral Network that builds on top of grammatical structures.

3.1 Evaluation of sentiment classification

Each of these four sentiment classification methods are ap-
plied on the extracted tweets to find out the sentiments. Five



4 Pranamesh Chakraborty, Anuj Sharma

Fig. 1: Daily number of tweets collected during (a) Phase 1, and (b) Phase 2 of the odd-even policy

hundred randomly sampled tweets are selected and hand-
annotated into three classes: positive, negative and neutral.
Precision and recall (Equations 1 and 2 respectively) are
computed for each class and then the average precision and
recall is determined. Finally, the F-measure (Equation 3) is
also computed. The metrics are same as the ones used in past
studies [13, 35].

precision =
TruePositive

TruePositive+FalsePositive
(1)

recall =
TruePositive

TruePositive+FalseNegative
(2)

F = 2× TruePositive
TruePositive+FalsePositive

(3)

3.2 Daily trend comparison

The sentiment value assigned to each tweet by the given
lexicon-based methods are determined and aggregated to get
the overall sentiment of each day, denoted as SSm

d , similar to

the study by Collins et al. [19]. Here, d denotes the date and
m denotes the method. Since the scale of sentiment scores
given by each method is different, SSm

d is normalized based
on the range of sentiment score (RSm) given by method m.
RSm is obtained by finding out the absolute difference of
maximum and minimum sentiment score assigned to the an-
alyzed tweets by the method m. Also, to account for the
varying number of tweets obtained for each day, SSm

d is also
normalized by the daily number of tweets (nd). The daily
normalized sentiment strength, denoted by NSSm

d , is given
by Equation 4. The variation of NSSm

d depicts the daily trend
of public opinion on the odd-even policy.

Normalized Sentiment Strength (NSSm
d ) =

SSm
d

nd ×RSm (4)

The daily trend of the sentiment scores obtained by each
method are then compared to find out if the two phases of
policy implementation had similar reactions among public
or not. While studies have been done comparing the effect
of the two phases of the odd-even policy on pollution and
traffic level, our objective here is to find out if the public
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sentiments were similar during the two phases. To facilitate
this, Granger causality test [36] is performed.

Granger causality test checks if predictions of a variable
Y can be improved by using its own past values and also
past values of another variable X rather than using its own
past values only. Let Y follows a univariate linear autore-
gressive models given by Equation 5. Then, the autoregres-
sion is augmented including the lagged values of the variable
X , given by Equation 6. Granger test can be performed by
an F-test which reports the Wald’s statistics for the joint hy-
pothesis given in Equation 7. Rejection of the null hypoth-
esis can be inferred as “X Granger-causes Y ”. It is worth
mentioning here that Granger causality isn’t in true sense a
test for “causality”. It is simply a F-test which checks if the
predictions of Y can be improved using past values of X too
along with that of Y , and it is denoted as “X Granger-causes
Y ” instead of true causality.

yt = α0 +α1yt−1 + ...+αmyt−m + εt (5)

yt =α0+α1yt−1+ ...+αmyt−m+β1xt−1+ ...+βlxt−l +εt (6)

β1 = β2 = ...= βl (7)

4 Results

Table 1 shows the sentiment scores assigned by each sen-
timent classification method to five sample tweets. Except
CoreNLP, the remaining three methods do not take into the
structure of the sentence. Instead, they look into words in
isolation, giving positive points for positive words and nega-
tive for negative words. Hence they fail to classify correctly
some complex structured tweets (e.g., Tweet # 5 in Table
1). Also as discussed in Section 3, each sentiment analysis
method has a different scale of scoring. Hence the sentiment
scores of the sample tweets in Table 1 can be found to differ
for different methods. To recall, this issue is handled by nor-
malizing the daily sentiment scores of each method based on
the corresponding range of the corresponding method (see
Equation 4).

In order to find out the overall accuracy of these meth-
ods, 500 randomly sampled tweets are hand-annotated and
compared with the output obtained from each sentiment anal-
ysis method. Table 2 shows the precision, recall, and F-
score (Equations 1, 2 and 3) of each method. As shown
in Table 2, the precision, recall, and F-score of CoreNLP
are substantially lower compared to the ones obtained for
the remaining three methods. One possible reason can be
the CoreNLP method is presently designed for analysing
sentiments of proper English sentences rather than tweets
which generally consist of a significant amount of web jar-
gon. Hence CoreNLP is found to perform poorly in this case.
Due to poor performance of CoreNLP in the test dataset, it
has been excluded from further analysis and the remaining

of the analyses have been performed using the remaining
three algorithms (Bing, Afinn and NRC).

Table 2: Precision Recall values for each method

Method Precision Recall F-score

Bing 0.688 0.683 0.685
Afinn 0.703 0.673 0.688
NRC 0.632 0.76 0.69

CoreNLP 0.483 0.388 0.43

4.1 Daily trend estimation and comparison

The sentiments obtained from the tweets are then aggre-
gated to obtain the daily trend of the normalized sentiment
strength, NSS (Equation 4). To recall, normalization is per-
formed to take into account the daily variation of the num-
ber of tweets and the scale of sentiment scores assigned by
each method. To compare the trends during the two phases
of the policy implementation, relative dates are used with
Day 1 being the start date of the policy implementation (i.e.,
1st January and 15th April respectively). Figure 2 shows the
trend of NSS obtained from each sentiment analysis method
during the analyses periods. It can be seen from Figure 2
that even though people were enthusiastic during the ini-
tial period of the Phase 2 (April 15th), however the senti-
ment scores kept decreasing during the later phase of the
policy implementation period. On the other hand, sentiment
scores were steady and mostly positive even during the later
stage of the Phase 1. To quantitatively compare the sim-
ilarity/dissimilarity of the trends obtained during the two
phases, Granger causality test is performed. Akaike’s Infor-
mation Criterion is used to find out the optimal lag length (l
in Equations 6 and 7). The optimal lag length (l) was found
to be equal to 2 for all methods. We used default standard
errors in this study. In future studies, cluster robust variance
estimators (i.e., clustered standard errors) can be used to get
more robust estimates. Table 3 provides the regression coef-
ficients (β1,β2 of Equations 6 and 7) along with correspond-
ing p-values, the overall F-statistics, and overall p-value for
each sentiment analysis method. To recall, the null hypothe-
sis states that there is no Granger causality between the two
time-series. Hence, higher p-values (> 0.05) given in Table
3 show that we fail to reject the null hypothesis that there
is no Granger causality between the trend of sentiments ob-
tained during the two phases. None of the regression coeffi-
cients were found to be significant at 95% confidence level.
In other words, there is significant difference between the
trends obtained from the two phases. This is also evident
from Figure 2 which shows the sentiments scores dropped
during the later stage of the Phase 2 of the policy implemen-
tation.
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Table 1: Sentiment score assigned by the different methods

# Tweet
Sentiment Score assigned by method
Bing Afinn NRC CoreNLP

1 Another vile attempt to make #OddEven a failure, this time with a dangerous
excuse.

-4 -6 -2 -5

2 #OddEven is a gimmick apart from reducing vehicles on roads. Kejri is
burning tax money on publicity and people keep choking on diesel fumes

-3 -2 -0.9 -1

3 Delhi #oddeven: @Olacabs, @Uber surge pricing puts commuters in a jam,
reports @mallicajoshi

-1 0 1 0

4 Smooth ride today #OddEven #OddEvenDobara less of cars only odd ones
showing up... Good show #delhi

1 1 1 -1

5 Even in terms of traffic, #OddEven doesn’t seem to be as successful as last
time.

1 3 1 -3

6 ”RT @IndiaToday: #OddEvenPlan was supported not just by Delhi people
but even, judges car-pooled and walked to work: #Kejriwal

2 2 1 -1

Fig. 2: Daily trend of sentiments obtained from each method

Table 3: Granger causality test results of daily trend compar-
ison of Phases 1 and 2

Method β1 (p-val) β2 (p-val) F-value overall p-val

NRC 0.042 (0.62) -0.363 (0.7) 0.1714 0.43
Bing 0.146 (0.36) -0.239 (0.36) 0.3747 0.17
Afinn 0.727 (0.41) -0.328 (0.45) 2.8198 0.45

To further illustrate the difference in trends during the
two phases, wordclouds are plotted to find out the frequently
occurring words during the two phases. As shown in Figure
2, the public sentiments changed during the later stages of

the Phase 2. So, the periods before the policy implementa-
tion are now treated separately and classified as: Pre-Phase
1 (23rd December, 2015 to 31st December, 2015), and Pre-
Phase 2 (6th April, 2016 to 14th April, 2016). Phase 1 and
Phase 2 are now defined from 1st January, 2016 to 11th Jan-
uary, 2016 and 15th April, 2016 to 25th April, 2016. The
wordclouds during the Pre-Phase 1, Phase 1, Pre-Phase 2,
and Phase 2 are shown in Figure 3. From Figure 3, it can
be seen that the positive comments e.g., ‘Iamwithoddeven’,
‘oddevensuccess’ which were frequent during Phase 1 were
not present during Phase 2. This suggests the fading out of
the positive sentiments among public during the Phase 2 im-
plementation, similar to the trend shown in Figure 2. Such
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observations are also in-line with the past studies done on
such policy implementations. For example, Gallego et al. [4]
found that such policy implementations work well in short-
term only, and in long-run people cope with such restric-
tions by shifting to two-wheelers, buying second old cars,
etc. Their study was based on the traffic policies enforced
in Mexico City, Mexico and Santiago, Chile. Even for the
odd-even policy in Delhi, Mohan et al. [10] observed that
car-occupancy rates increased during the Phase 2 suggesting
that less people opted for car-sharing during Phase 2. Al-
though the above study didn’t conduct any statistical tests to
find out the differences in car-occupancy rates between the
two phases and they concluded that their observation might
be due to small sample errors, our study confirms statisti-
cally and qualitatively that the public sentiments changed
between the two phases.

5 Conclusions

Social media has gradually evolved to be a popular plat-
form for people to express their views on different topics.
These resources can be used for monitoring public senti-
ments during different trending issues, new product launch,
etc. This study used Twitter data to find out public senti-
ments during the odd-even policy implemented in Delhi, the
national capital of India. Four different lexicon-based ap-
proaches are used for sentiment analysis purpose. Accuracy
of these methods have been determined on hand-annotated
test set. And finally, the daily trend of the sentiment dur-
ing the two phases of the policy implementation are deter-
mined. The main objective in this study is to find out the
differences in sentiments, if any, among the public regarding
the two phases of the policy implementation. To fulfill this
objective, causality tests are performed to check the simi-
larity/dissimilarity between the trends obtained during the
two phases. The causality results show that there is signifi-
cant difference between the public sentiments trend between
the two phases. The analyses also show that although peo-
ple were enthusiastic during Phase 1 and the initial period
of the Phase 2, however more people started giving negative
views on the policy with the progress of the Phase 2. This is
in-line with previous studies too which showed that in long-
run people become less-enthusiastic towards such policies
and learn to cope with them by buying second cars or two-
wheelers, thereby reducing car-occupancy rates. Such anal-
yses help the government to find out the growing satisfaction
or dissent among the public regarding the policies. In future,
this study can be extended by including data from other so-
cial media platforms. In this context, it is worth mentioning
that Twitter is ranked 7th in terms of social media usage in
India. Thus, including data from other social media sources
will help to provide more representative samples from the

population and add more generalizability to the results. De-
tailed study can also be done in future to find out the exact
reasons for growing public grievances and what measures
can be adopted to tackle such issues. Also, more advanced
machine learning algorithms (e.g., support vector machines,
etc.) can be used in future to obtain better results on the sen-
timent analysis of the tweets.
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